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1. Introduction

Let $G$ be a subgroup of $\text{SL}_n(\mathbb{Z})$, for some $n$. Then $G$ acts on $\mathbb{Z}^n$ and, by projection, on $\mathbb{F}_p^n$, for some prime $p$. Consider the group cohomology of the couple $(G, \mathbb{F}_p^n)$ and note that, for every subgroup $C$ of $G$, there is a well-defined restriction map $H^1(G, \mathbb{F}_p^n) \to \prod H^1(C, \mathbb{F}_p^n)$. In this paper we prove the following theorem.

**Theorem 1.** Let $p \neq 2$ be a prime and let $n < 3(p-1)$. For every $p$-group $G$ in $\text{SL}_n(\mathbb{Z})$ the projection $H^1(G, \mathbb{F}_p^n) \to \prod H^1(C, \mathbb{F}_p^n)$, the product being taken on all cyclic subgroups $C$ of $G$, is injective.

We also prove that this statement is ‘best possible’ on $n$.

**Proposition 2.** Let $p \neq 2$ be a prime and let $n \geq 3(p-1)$. There exists a $p$-group $G$ in $\text{SL}_n(\mathbb{Z})$ such that the map $H^1(G, \mathbb{F}_p^n) \to \prod H^1(C, \mathbb{F}_p^n)$, the product being taken on all cyclic subgroups $C$ of $G$, is not injective.
Our Theorem 1 is motivated by a paper of Dvornicich and Zannier on local-global divisibility for algebraic groups. In [2, Sections 4-5] they proved that local-global divisibility by a prime \( p \) holds on every algebraic torus of dimension \( n \leq \max\{3, 2(p - 1)\} \), but fails for at least one torus of dimension \( n = p^4 - p^2 + 1 \). (We are using the additive notation for the torus: division by \( p \) corresponds to taking \( p \)-th roots in the multiplicative group \( \mathbb{G}_m \).)

The authors also suggested that their proof of the condition \( n \leq 2(p - 1) \) in the case \( p \neq 2 \) could be adapted to prove local-global divisibility by \( p \) under a weaker condition, so to reduce the gap of uncertainty for \( n \). In particular, in the first part of their proof they show that, for \( p \neq 2 \) and \( n \) fixed, the injectivity of \( \varphi \) for any \( p \)-group \( G < \text{SL}_n(\mathbb{Z}) \) implies local-global divisibility by \( p \) for every algebraic torus of dimension \( n \).

Together with this result, Theorem 1 allows to replace the condition \( n \leq 2(p - 1) \) with the weaker condition \( n < 3(p - 1) \).

**Theorem 3.** Let \( p \neq 2 \) be a prime, \( k \) be a number field, and \( T \) be an algebraic \( k \)-torus of dimension \( n < 3(p - 1) \). Fix any point \( P \in T(k) \); if for all but a finite number of completions \( k_\nu \) of \( k \) there exists a point \( D_\nu \in T(k_\nu) \) with \( pD_\nu = P \), then there exists a \( D \in T(k) \) such that \( pD = P \).

Using the terminology of [2], we say that a cocycle \( Z \) on \( (G,F^n_p) \) satisfies the local conditions if for every \( g \in G \) there exists a \( W_g \in F^n_p \) such that \( Z_g = gW_g - W_g \). Note that the set of cocycles that satisfy the local conditions is precisely the kernel of \( \varphi \).

For \( p \neq 2 \) and \( n \geq 3(p - 1) \) the example in Proposition 2 allows, as Dvornicich and Zannier pointed out in [2, Section 4] and [3, Section 3], to build an algebraic torus of dimension \( n \) defined over some number field \( k \) and, possibly extending the field \( k \), a \( k \)-rational point on the torus for which the local-global divisibility by \( p \) fails.

In Section 2 we shall prove Theorem 1, using some elementary results of the geometry of numbers and of the theory of representations.

In Section 3 we shall prove Proposition 2 for the case \( n = 3(p - 1) \); the general case can be obtained by means of a direct sum with the trivial representation of dimension \( n - 3(p - 1) \).

Throughout this paper, whenever their orders are known, we shall denote by \( I \) the identity matrix and by \( O \) the null matrix.

### 2. Proof of theorem

We begin the proof of Theorem 1 by an inspection of the \( p \)-group \( G \). The following result is slightly more general than needed.

**Lemma 4.** Let \( p \) be a prime and let \( G \) be a \( p \)-group of matrices in \( \text{SL}_n(\mathbb{Q}) \). If \( n < p(p - 1) \) then \( G \) is isomorphic to \( (\mathbb{Z}/p\mathbb{Z})^b \), for some \( b \leq n/(p - 1) \).
Proof. Note that any non-trivial element $g$ of $G$ is a matrix of multiplicative order $p^m$, for some positive integer $m$. Then at least one of the eigenvalues of $g$ is a $p^m$-th primitive root of unity; since $g$ is defined over $\mathbb{Q}$, every $p^m$-th primitive root of unity must be an eigenvalue of $g$. This implies that the number of eigenvalues of $g$, bounded by its order $n < p(p - 1)$, is at least $\phi(p^m) = p^{m-1}(p - 1)$. It follows that $m = 1$, i.e. that $g$ has order $p$. Thus $G$ has exponent $p$.

Let now $K$ be $(\mathbb{Z}/p\mathbb{Z})^*$; we say that two elements, $g$ and $h$, of $G$ are $K$-conjugate if there exists a $k \in K$ such that $g^k$ and $h$ are conjugate by an element of $G$. By the theory of characters for finite representations (see [4, Section 12.3]), the number of representations of $G$ which are irreducible over $\mathbb{Q}$ is equal to the number of $K$-conjugation classes of $G$. Now, let $g$ be a non-trivial element of $G$ and assume that it is conjugate to $g^k$, for some $k \in K$. This means that there exists an element $h$ in $G$ such that conjugation by $h$ maps $g$ to $g^k$. This implies that conjugation by $h^p$ maps $g$ to $g^{kp} = g^k$; on the other hand $h^p$ is the neuter element, thus $g^k = g$. This shows that any two distinct powers of a same element are not conjugate, and that every $K$-conjugation class of $G$ - except the class of the identity element - is the union of $p - 1$ distinct conjugation classes of $G$. In other words, every $\mathbb{Q}$-irreducible representation of $G$ is equivalent to the direct sum of the distinct conjugates of some $\mathbb{C}$-irreducible representation of $G$.

Now, if the group $G$ was non-commutative, its faithful representation $G$ would contain an irreducible representation of degree $d \geq p$, thus also a $\mathbb{Q}$-irreducible representation of degree $(p - 1)d \geq (p - 1)p > n$, which is not possible. This implies that $G$ is an abelian group.

By the classification of abelian groups, we obtain that $G$ is isomorphic to the direct product of $b$ copies of $\mathbb{Z}/p\mathbb{Z}$, for some integer $b$. Note that any faithful representation of $G$ over $\mathbb{C}$ has order at least $b$, and that any faithful representation of $G$ over $\mathbb{Q}$ has order at least $b(p - 1)$. Then $b \leq n/(p - 1)$.

For the rest of this section, we shall assume the hypothesis of Theorem 1, that is, we have a prime number $p \neq 2$, an integer $n < 3(p - 1)$, and a $p$-group $G < \text{SL}_n(\mathbb{Z})$.

We remark that, when $G$ is a cyclic group, the theorem is trivially true. Applying Lemma 4, we obtain that $G$ is cyclic (and the theorem is proved), except for the case $G \cong \mathbb{Z}/p\mathbb{Z} \times \mathbb{Z}/p\mathbb{Z}$, where $2(p - 1) \leq n < 3(p - 1)$. Let us put ourselves in this case.

Note that the proof of Lemma 4 shows that the representation $G$ is the direct sum of two distinct $\mathbb{Q}$-irreducible representations of order $p - 1$ and $(n - 2(p - 1))$ copies of the trivial representation.

We remark that, after a base-change to the $p$-th cyclotomic field $\mathbb{Q}(\zeta_p)$, the representation $G$ could be written in diagonal form, as a direct sum.
of its irreducible subrepresentations. Also, after a base-change to \( \mathbb{Q} \), the representation \( G \) could be written as a direct sum of its \( \mathbb{Q} \)-irreducible subrepresentations. Since we are dealing with the action of \( G \) on \( \mathbb{F}_p^n \), though, we shall restrict to base-changes to \( \mathbb{Z} \), which are preserved under reduction modulo \( p \).

Consider the lattice \( N := \mathbb{Z}^n \); it contains a sublattice \( M \) that is fixed by \( G \): it is the intersection of \( N \) with the subspace \((\mathbb{Q}^n)^G \) of vectors which are invariant by \( G \). We fix a \( \mathbb{Z} \)-basis for \( M \) and we apply a result on lattices (see [1, Cor. 3 to Thm. 1, Ch. 1]) to extend it to a basis of \( N \): this splits the lattice as \( N = M \oplus L \). Now, let \( \rho \) be one of the two non-trivial, \( \mathbb{Q} \)-irreducible subrepresentations of \( G \), and let \( H \) be its kernel. Repeating the above argument on the restriction of \( H \) to \( L \), we determine a basis for \( \mathbb{Z}^n \) that allows us to write \( N \) in the form \( N^{(1)} \oplus N^{(2)} \oplus N^{(3)} \). Using this new basis, we can assume that every element \( g \) of \( G \) is of the form

\[
g = \begin{pmatrix} I & A_g & B_g \\ O & M_g & C_g \\ O & O & N_g \end{pmatrix},
\]

where \( M \) and \( N \) are the two \( \mathbb{Q} \)-irreducible representations of \( G \) of order \( p - 1 \). In particular, we can choose generators \( \sigma \) and \( \tau \) for \( G \) of the forms

\[
\sigma = \begin{pmatrix} I & A_\sigma & B_\sigma \\ O & M & C_\sigma \\ O & O & I \end{pmatrix} \quad \text{and} \quad \tau = \begin{pmatrix} I & A_\tau & B_\tau \\ O & I & C_\tau \\ O & O & N \end{pmatrix}.
\]

Note that the eigenvalues of \( M \) are the \( p - 1 \) distinct \( p \)-th roots of unity.

This implies that the minimal polynomial of \( M \) is \( (x^p - 1)/(x - 1) \) and that the determinant of \( M - I \) is \( p \).

Over \( \mathbb{F}_p \), the matrix \( M \) solves the polynomial \( (x - 1)^{p-1} \). Its minimal polynomial is thus of the form \( (x - 1)^s \), for some \( s < p \). This implies that \( (M - I)^s \) has all entries in \( p\mathbb{Z} \), so that \( p \) divides every column of \( (M - I)^s \). Then \( p^{p-1} \) divides its determinant, \( \det((M - I)^s) = p^s \); it follows that, over \( \mathbb{F}_p \), the minimal polynomial of \( M \) is \( (x - 1)^{p-1} \) and \( M \) is a Jordan block. In particular we deduce the following proposition.

**Proposition 5.** Let \( M \) be as above. For every two non-negative integers \( i \) and \( j \) with \( i + j = p - 1 \), the image of \( (M - I)^i \) is the kernel of \( (M - I)^j \), i.e. for every vector\(^1\) \( A \in \mathbb{Z}^{p-1} \)

\[
(M - I)^j A \equiv O \pmod{p} \iff \exists B \in \mathbb{Z}^{p-1} \mid A \equiv (M - I)^i B \pmod{p}.
\]

The same holds for \( N \).

\(^1\)This immediately extends to matrices \((p - 1) \times m\), for any positive integer \( m \).
We remark that a direct computation of \( \sigma \tau = \tau \sigma \) provides

\[
\sigma \tau = \begin{pmatrix} I & A_\sigma \\ O & M & C_\sigma + C_\tau \\ O & O & N \end{pmatrix}^*
\]

and the relations

(1) \( A_\tau = O \), \( (M-I)C_\tau = -C_\sigma(N-I) \), \( B_\sigma = A_\sigma(M-I)^{-1}C_\sigma \).

Let now \( \tilde{Z} \) be a \((G,\mathbb{F}_p^n)\)-cocycle that satisfies the local conditions. Then for every \( g \) in \( G \) there exists a \( \tilde{W}_g \) in \( \mathbb{F}_p^n \) such that \( \tilde{Z}_g \equiv g\tilde{W}_g - \tilde{W}_g \) (mod \( p \)); we choose representants \( W_g \) of \( \tilde{W}_g \) in \( \mathbb{Z}^n \) and we define \( Z_g := gW_g - W_g \) for every \( g \) in \( G \). Note that \( \tilde{Z}_g \equiv Z_g \) (mod \( p \)) for every \( g \) in \( G \).

Modulo a coboundary we can assume \( Z_\tau \equiv O \) (mod \( p \)). This implies, by the cocycle relation, \( Z_{\sigma \tau} \equiv Z_\sigma + \sigma Z_\tau \equiv Z_\sigma \) (mod \( p \)). By definition, \( Z_\sigma \) and \( Z_{\sigma \tau} \) are:

\[
\begin{pmatrix} Z_{\sigma \tau}^{(1)} \\ Z_{\sigma \tau}^{(2)} \\ Z_{\sigma \tau}^{(3)} \end{pmatrix} = \begin{pmatrix} A_\sigma W_{\sigma \tau}^{(2)} + B_\sigma W_{\sigma \tau}^{(3)} \\ (M-I)W_{\sigma \tau}^{(2)} + C_\sigma W_{\sigma \tau}^{(3)} \end{pmatrix};
\]

\[
\begin{pmatrix} Z_{\sigma \tau}^{(1)} \\ Z_{\sigma \tau}^{(2)} \\ Z_{\sigma \tau}^{(3)} \end{pmatrix} = \begin{pmatrix} (M-I)W_{\sigma \tau}^{(2)} + (C_\sigma + C_\tau)W_{\sigma \tau}^{(3)} \\ (N-I)W_{\sigma \tau}^{(3)} \end{pmatrix}.
\]

We remark that \((N-I)W_{\sigma \tau}^{(3)} \equiv O \) (mod \( p \)); by Proposition 5, this implies that \( W_{\sigma \tau}^{(3)} \equiv (N-I)^p-2\tilde{R} \) (mod \( p \)), for some \( \tilde{R} \) with entries in \( \mathbb{F}_p \). It follows that, modulo \( p \), \((M-I)^p-2Z_{\sigma \tau}^{(2)} \) is of the form

\[
(M-I)^{p-1}W_{\sigma \tau}^{(2)} + (M-I)^p-2(C_\sigma + C_\tau)(N-I)^{p-2}\tilde{R}.
\]

Applying the second relation in (1) and \((M-I)^{p-1} \equiv (N-I)^{p-1} \equiv O \), we obtain \((M-I)^{p-2}Z_{\sigma \tau}^{(2)} \equiv O \) (mod \( p \)). Applying Proposition 5 to \( Z_{\sigma}^{(2)} \) (or to \( Z_{\sigma \tau}^{(2)} \)) we obtain \( Z_\sigma^{(2)} \equiv (M-I)\tilde{S} \) (mod \( p \), for some \( \tilde{S} \) with entries in \( \mathbb{F}_p \).

Let \( S \) be any representant of \( \tilde{S} \) over \( \mathbb{Z} \); since the entries of \( Z_\sigma^{(2)} - (M-I)S \) are all divisible by \( p \) and since \((M-I)\) has determinant \( p \), we may assume \( Z_\sigma^{(2)} = (M-I)S \). Thus we have

\[
Z_\sigma^{(1)} = A_\sigma(M-I)^{-1}Z_\sigma^{(2)} = A_\sigma S.
\]

Taking \( V = \begin{pmatrix} O & S \\ O & O \end{pmatrix} \), we have \( Z_\sigma = \sigma V - V \) and \( Z_\tau \equiv \tau V - V \) (mod \( p \)).

This implies that \( \tilde{Z} \) is a \((G,\mathbb{F}_p^n)\)-coboundary, concluding the proof of Theorem 1.
3. A counterexample

In this section we shall prove Proposition 2. Let \( p \neq 2 \) be a prime and let \( n \geq 3(p-1) \) be an integer. As we have said in Section 1, we can assume \( n = 3(p-1) \). We are going to define a \( p \)-group \( G \) of matrices in \( \text{SL}_n(\mathbb{Z}) \) and a \((G, \mathbb{F}_p^n)\)-cocycle \( Z \) that satisfies the local conditions without being a coboundary.

Let \( M \in \text{SL}_{p-1}(\mathbb{Z}) \) be a matrix with minimal polynomial \((x^p - 1)/(x - 1)\) (for instance, the Frobenius matrix of this polynomial). Note that \( M \) satisfies Proposition 5, as in the previous section. Let now \( u \) and \( v \) be vectors in \( \mathbb{Z}^{p-1} \) such that
\[
\begin{align*}
\forall &\neq O \pmod{p}, \\
(M - I)u &\equiv O \pmod{p}, \\
v &\neq O \pmod{p}, \\
v^t(M - I) &\equiv O \pmod{p}.
\end{align*}
\]
We define the matrix \( X := \frac{1}{p}u \times v^t \), with entries in \( \mathbb{Q} \); note that its entries are not all in \( \mathbb{Z} \). We also define the matrices \( A := (M - I)X \) and \( B := X(I - M) \), with entries in \( \mathbb{Z} \).

Let \( G \) be the group generated by the matrices \( \sigma \) and \( \tau \) defined as
\[
\sigma = \begin{pmatrix} M & O & A \\ M & A & I \end{pmatrix}, \quad \tau = \begin{pmatrix} I & O & B \\ M & A + B & M \end{pmatrix};
\]
it is easily verified that \( G \) is a subgroup of \( \text{SL}_n(\mathbb{Z}) \) and that the map
\[
(i, j) \mapsto \sigma^i \tau^j = \begin{pmatrix}
M^i & O & M^iX - XM^j \\ M^{i+j} & M^{i+j}X - XM^j & M^j
\end{pmatrix}
\]
provides an isomorphism \( G \cong \mathbb{Z}/p\mathbb{Z} \times \mathbb{Z}/p\mathbb{Z} \).

**Lemma 6.** There exist vectors \( r, s \) and \( t \) in \( \mathbb{Z}^{p-1} \) such that:
\[
\begin{align*}
Bt &\equiv (M - I)r \not\equiv O \pmod{p}, \\
(M - I)Bt &\equiv O \pmod{p}, \\
(A + B)t &\equiv (M - I)s \pmod{p}.
\end{align*}
\]

**Proof.** Assume \( B(M - I)^{p-2} \equiv O \pmod{p} \). Then by Proposition 5 there exists an integer matrix \( X_0 \) with \( B \equiv X_0(M - I) \pmod{p} \); since \( (M - I) \) has determinant \( p \), this implies that \( X = -B(M - I)^{-1} \) is an integer matrix, which is absurd. Thus \( B(M - I)^{p-2} \not\equiv O \pmod{p} \).

We take a vector \( t_0 \) in \( \mathbb{Z}^{p-1} \) with \( B(M - I)^{p-2}t_0 \not\equiv O \pmod{p} \) and we define \( t = (M - I)^{p-2}t_0 \); then \( Bt \not\equiv O \pmod{p} \).

By definition of \( A \) and \( B \) we have \( (M - I)B = -A(M - I) \). Together with \( (M - I)^{p-1} \equiv O \pmod{p} \), this implies
\[
(M - I)B(M - I)^{p-2} \equiv (M - I)^{p-2}A(M - I) \equiv O \pmod{p}.
\]
Then \((M - I)Bt \equiv O \pmod{p}\) and \((M - I)^{p-2}(A + B)t \equiv O \pmod{p}\); we conclude by Proposition 5.

**Proposition 7.** The vectors \(Z^{(1)} = O\) and \(\hat{Z}^{(1)} := Bt\) define a \((G, \mathbb{F}_p^n)\)-cocycle \(Z \equiv \left(\begin{smallmatrix} Z^{(1)}_O \\ O \end{smallmatrix}\right) \pmod{p}\) that is not a \((G, \mathbb{F}_p^n)\)-coboundary.

**Proof.** To show that \(Z\) is a cocycle we only need to verify, on \(Z^{(1)}\), the cocycle conditions derived from the relations \(\sigma^p = I, \tau^p = I\) and \(\sigma \tau = \tau \sigma\):

- \(Z^{(1)}_{\sigma^p} - Z^{(1)}_I \equiv (M^{p-1} + \ldots + M + I)Z^{(1)}_{\sigma} \equiv O \pmod{p}\);
- \(Z^{(1)}_{\tau^p} - Z^{(1)}_I \equiv pZ^{(1)}_\tau \equiv O \pmod{p}\);
- \(Z^{(1)}_{\sigma \tau} - Z^{(1)}_{\sigma} \equiv (M - I)Z^{(1)}_\tau \equiv O \pmod{p}\).

If \(Z\) was a coboundary, then there would exist a vector \(W\) in \(\mathbb{Z}^n\) such that \(Z_g \equiv (g - I)W \pmod{p}\) for every \(g\) in \(G\); computing \(Z_\sigma\) and \(Z_\tau\), we would obtain

- \(Z^{(1)}_\sigma \equiv (M - I)W^{(2)} + AW^{(3)} \pmod{p}\),
- \(Z^{(1)}_\tau \equiv BW^{(3)} \pmod{p}\),
- \(Z^{(1)}_\tau \equiv (M - I)W^{(2)} + AW^{(3)} + BW^{(3)} \pmod{p}\),

which is absurd, since \(Z^{(1)}_\tau \equiv Z^{(2)}_\sigma \equiv O \pmod{p}\) and \(Z^{(1)}_\tau \not\equiv O \pmod{p}\). □

It now remains to be shown that \(Z\) satisfies the local conditions, i.e. that for every \(g\) in \(G\) there exists a \(W_g\) in \(\mathbb{F}_p^n\) such that \(Z_g \equiv (g - I)W_g \pmod{p}\).

Over \(\tau\) we have

\[
(\tau - I) \begin{pmatrix} O \\ -s \end{pmatrix} \equiv \begin{pmatrix} O & O & B \\ O & M - I & A + B \\ O & O & M - I \end{pmatrix} \begin{pmatrix} O \\ -s \\ t \end{pmatrix} \equiv \begin{pmatrix} Z^{(1)}_\tau \\ O \\ O \end{pmatrix} \pmod{p}
\]

For every \(i \in \mathbb{F}_p^*\) we have \(Z^{(1)}_{\tau^i \sigma} \equiv iZ^{(1)}_\tau + Z^{(1)}_\sigma \equiv iBt \pmod{p}\); then

\[
(\sigma \tau^i - I) \begin{pmatrix} i^r \\ O \end{pmatrix} \equiv \begin{pmatrix} M - I & * & * \\ O & * & * \\ O & O & * \end{pmatrix} \begin{pmatrix} i^r \\ O \end{pmatrix} \equiv \begin{pmatrix} Z^{(1)}_{\sigma \tau^i} \\ O \end{pmatrix} \pmod{p}
\]

Since \(\tau\) and the \(\sigma \tau^i\) with \(i \in \mathbb{F}_p^*\) are the generators of all non-trivial cyclic subgroups of \(G\), this shows that \(Z\) satisfies the local conditions. This completes the proof of Proposition 2.
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