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Class invariants and cyclotomic unit groups
from special values of modular units

par Amanda FOLSOM

Résumé. Dans cet article, nous obtenons des invariants de classe
et des groupes d’unités cyclotomiques en considérant des spéciali-
sations d’unités modulaires. Nous construisons ces unités modu-
laires à partir de solutions d’équations fonctionnelles de q-récur-
rence données par Selberg dans son travail généralisant les identi-
tés de Rogers-Ramanujan. Commme corollaire, nous donnons une
nouvelle preuve d’un résultat de Zagier et Gupta, originellement
considéré par Gauss, à propos des périodes de Gauss. Ces résultats
proviennent pour partie de la thèse de l’auteur en 2006 [6] dans
laquelle la structure de ces groupes d’unités modulaires et de leur
groupe de classes de diviseurs cuspidaux associé est donnée en
termes de produits de fonctions L et comparée à la formule clas-
sique du nombre de classes relatives pour les corps cyclotomiques
[6, 7].

Abstract. In this article we obtain class invariants and cyclo-
tomic unit groups by considering specializations of modular units.
We construct these modular units from functional solutions to
higher order q-recurrence equations given by Selberg in his work
generalizing the Rogers-Ramanujan identities. As a corollary, we
provide a new proof of a result of Zagier and Gupta, originally
considered by Gauss, regarding the Gauss periods. These results
comprise part of the author’s 2006 Ph.D. thesis [6] in which the
structure of these modular unit groups and their associated cus-
pidal divisor class groups are also characterized, and a cuspidal
divisor class number formula is given in terms of products of L-
functions and compared to the classical relative class number for-
mula within the cyclotomic fields [6, 7].

1. Introduction and statement of results.

Let F`, ` ∈ N, be the modular function field with respect to the principal
congruence subgroup Γ(`) = {γ ∈ SL2(Z) | γ ≡ 1 mod `} defined over
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Q(ζ`), where ζ` = e2πi/`. The modular functions that comprise the invertible
elements in the integral closure of the ring Q[j] ⊂ F` form a group, the
modular unit group of level `, where j = j(τ) = q−1 + 744 + 196884q + · · ·
is the classical modular invariant.

In this paper we define modular units r`,j(τ), 1 ≤ j ≤ (` − 3)/2 for
` = 2k + 1 ≥ 5, and the groups they generate

UC
` := 〈{r`,j(τ) | 1 ≤ j ≤ (`− 3)/2}〉 ⊂ U`(1.1)

using functional solutions to higher order q-difference equations found in
the work of Selberg [26], where in (1.1) and what follows, 〈x〉 denotes the
group generated by x. We will explicitly define the groups UC

` and their
generators r`,j , 1 ≤ j ≤ (` − 3)/2 in §3. To obtain class invariants we
consider special values of the modular units r`,j , 1 ≤ j ≤ (` − 3)/2, at
points of complex multiplication, and show that only a single value of one
such modular unit is needed to generate class fields of prime moduli, to
which we compare the classical theory of complex multiplication. We then
generalize these results to class fields of more arbitrary moduli, motivated
by the work of Ramachandra, combining the theory of Kubert and Lang
with that of Shimura.

With respect to the cyclotomic theory, we portray these modular units as
modular function field analogues to cyclotomic units, and show that when
specialized to 0 these modular units yield cyclotomic units that may be used
to generate cyclotomic unit groups. Dually, within the modular function
fields we show how these modular units may be used as generators. As a
corollary, we provide a new proof of a result of Zagier and Gupta, originally
considered by Gauss. Let

SC
` := {r`,j(τ) | 1 ≤ j ≤ (`− 3)/2}.(1.2)

Our main results are the following.

Theorem 1.1.
i. For an odd integer ` = 2k + 1 ≥ 5, the functions r`,j(τ),

1 ≤ j ≤ (`− 3)/2 defined in (3.15), (3.16) and (3.20) are
modular units of level `.

ii. Further, for ` > 5, the modular units r`,1 and r`,2 generate the
field of modular functions F`. That is,

F` = Q(ζ`, r`,1, r`,2).

In the case ` = 5,

F5 = Q(ζ5, r5,1).
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Theorem 1.2. For ` = 2k + 1 ≥ 5, the set of modular units SC
` of level

` are such that their limiting values in the cusp 0 are cyclotomic units in
Q(ζ`)+. That is,

lim
τ→0

SC
` :=

{
lim
τ→0

r`,j(τ) | 1 ≤ j ≤ k − 1
}
⊆ EC

Q(ζ`)+
.(1.3)

Further, if ` is prime, then we have equality in (1.3), that is

EC
Q(ζ`)+

=
〈

lim
τ→0

SC
`

〉
.

Theorem 1.3. Let K be an imaginary quadratic field with ring of
integers OK = Z[τ ], τ ∈ H an algebraic integer. Then for any prime ` ≥ 5
and any integer m such that 1 ≤ m ≤ (` − 3)/2, the ray class field K` of
modulus ` over the Hilbert class field KH is given by

K` = KH(r`,m(τ)).

In particular, if j(τ) ∈ K(r`,m(τ)), then

K` = K(r`,m(τ)).

We generalize the results of Theorem 1.3 to class fields of more arbitrary
moduli f, with generalized invariants Θf that reduce in a special case to
powers of the (specializations of the) modular units r`,j(τ). In what follows,
N(τ) and T(τ) respectively refer to the norm and trace of τ ∈ H, and the
normalized Klein form ϕ is given by

ϕ
(
z
∣∣∣ ω1

ω2

)
= 2πie−zz∗/2σ(z|L)η(ω1/ω2)2ω−1

2 ,

where z = z1ω1+z2ω2 is given by the real coordinates z1 and z2, z∗ =
z1η1 + z2η2, and η1, η2 are the quasi-periods of the elliptic Weierstrass ζ-
function of the lattice L belonging to ω1, ω2. For the statement of Theorems
1.4 and 1.5, we let K be an imaginary quadratic field of discriminant d with
ring of integers OK = [τ, 1], and impose the following hypotheses H0−H5
(as in [3]):

H0: τ ∈ H is chosen to satisfy T(τ) ≡ 0 mod 3,

T(τ) ≡
{

0 mod 4 if 2|d,
1 mod 4 if 2 - d.

(Note for a given K, such a choice of τ is always possible.)
H1: f ⊆ OK is an ideal of the form s2[τ +mτ , s1] where s1, s2,mτ are

integers such that gcd(s1, s2) = 1, s1|N(τ), s1|mτ + T(τ), s1s2 - 6,
and s1, s2 prime integers whose product s1s2 = ` ∈ N.

H2: ξ ∈ K∗ is of the form ξ = r1
s1

τ + r2
s2
∈ K∗, where gcd(r1, s1) =

gcd(r2, s2) = 1.
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H3: f decomposes as f = f1f2 where f1 ∈ N and f2 is a primitive ideal
of norm f2, and f∗2 and f∗∗2 denote the split part and non-split part,
respectively, of f2.

H4: For 1 ≤ i ≤ m+1, m ∈ Z+, ni ∈ Z, the ideals bi ⊆ OK are defined
by bi = [τ, bi], 1 ≤ i ≤ m, and for i 6= m + 1, bibm+1 = [τ, bibm+1],
where for all i, 1 ≤ i ≤ m + 1, bi ∈ Z, gcd(bi, 6`) = 1.

H5: Let τ̃ ∈ OK , with Im(τ̃) > 0. Then gcd(T(τ̃), f∗∗2 ) = 1 so there
is some a satisfying

µaT(f1τ̃)−N(fξ)
m∑

i=1

nibiN(λi) ≡ 0 mod 2`,

where µ = 1 if f∗∗2 is even, and µ = 2 if f∗∗2 is odd. With this
notation we set ζ := exp(2πiµa/2f).

Theorem 1.4. Let K be an imaginary quadratic field with ring of
integers OK = [τ, 1], τ ∈ H satisfying H0, and let f, ξ bi satisfy H1, H2,
and H4. If

∏
bi | N(τ), then the product

Θf :=
m∏

i=1

ϕ(ξ
∣∣fb−1

i )12`ni(1.4)

generates the ray class field of modulus f over the Hilbert class field KH .
That is,

KH(Θf) = Kf.(1.5)

In particular, if j(τ) ∈ K(Θf), then

K(Θf) = Kf.

Further, if we do not require
∏

bi | N(τ), we have the product Θf ∈ Kf.

A result in [24] asserts that under various conditions on the decom-
position of a modulus f = Zτ + Z into prime ideals, and under cer-
tain hypotheses1 placed on an ideal class b in the ray class group, where
fb−1 = Zτb−1+ Z, b ∈ Z, the simple quotient of the normalized Klein forms( (

ϕ
(
1
∣∣fb−1

)
/ϕ
(
1
∣∣f))12` and the specialization ϕ

(
1
∣∣f)12` may be used

to generate Kf over K. The authors conjecture that this result holds for
arbitrary conductor f and every ideal b prime to f whose ideal class in the
ray class group is non trivial.

In [3], the authors form a more general product of normalized Klein
forms and provide hypotheses under which a product of lower powers of

1We refer the reader to [24] for the complete theorem and hypotheses.
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such forms multiplied by an explicitly given root of unity ζ lies in the ray
class field:

ζ
m∏

i=1

ϕ
(
ξλi

∣∣∣ τb−1
i
1

)ni

∈ Kf.(1.6)

Note that Θ is essentially a 12th root of Θf. The result (1.6) (with corrected
hypotheses as pointed out in [3]) is a generalization of the aforementioned
result in [24] regarding

( (
ϕ
(
1
∣∣fb−1

)
/ϕ
(
1
∣∣f))12` and ϕ

(
1
∣∣f)12`.

The authors conjecture ([3], p. 341) that with an additional set of hy-
potheses, the product (1.6) in fact generates Kf over K. We prove in part
these conjectures of [3] and [24]. In Theorem 1.5 that follows, we assume
the hypotheses of Theorem 1.4, as well as those of ([3], Theorem 1), which
restate for completeness.

Theorem 1.5. Let K be an imaginary quadratic field of discriminant d
with ring of integers OK = [τ, 1] satisfying H0, and elements f, ξ, bi, ζ
satisfying H1-H5 above. Further, let λ1, λ2, . . . , λm ∈ OK \ f be elements
satisfying

(1) gcd((2), (λi)) are equal for all i with 2 - ni

(2) n1b1N(λ1) + . . . nmbmN(λm) ≡ 0 mod 2`/f∗∗2 gcd(2, f∗∗2 ).

In addition, we require ni, bi as in H4 to satisfy
(3) gcd(

∑m
i=1 bini, `) = 1

(4)
∏

bi | N(τ)
(5) n1 + · · ·+ nm ≡ 0 mod 2
(6) n1b1 + · · ·+ nmbm ≡ 0 mod 4 if 2|d and 2 - f
(7) n1b1 + . . . nmbm ≡ 0 mod 3 if 3|d and 3 - f.

Under these conditions, the product

Θ = ζ
m∏

i=1

ϕ(ξ
∣∣fb−1

i )ni

generates the ray class field Kf modulus f over the Hilbert class field KH ,
that is,

Kf = KH(Θ).

In particular, if j(τ) ∈ K(Θ) then

Kf = K(Θ).

Finally, to further develop the analogy between the modular units defin-
ing the groups UC

` and the cyclotomic units, as a corollary of the following
Theorem 1.6, we provide a new proof of a problem considered by Zagier
and Gupta, and previously by Gauss, regarding the Gauss periods.
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Theorem 1.6. For an odd integer ` = 2k + 1 ≥ 3, the modular unit
(−1)1−kr`,1(τ) as defined in (3.15) satisfies the functional equation

Mk(X) = Xk + Ck−1X
k−1 + Ck−2X

k−2 + · · ·+ C1X + C0

where

Ck−j = (−1)b
j+1
2 csk,j−1(1)qj(k−1)(k+1−`)/2` (q2; q)j−1

(1− q)j−1

Ck,k(qj)
Ck,k(q)

,(1.7)

0 ≤ j ≤ k,

Ck,k(z) =
∞∑

n=0

(−1)nzknq(2k+1)n2+n
2

−kn(1− zkq(2n+1)k)
(zq; q)n

(q; q)n
.(1.8)

Further, the limiting value of this functional equation in the cusp 0 gives
an integral polynomial

mk(x) = lim
τ→0

Mk(X) = xk + ck−1x
k−1 + ck−2x

k−2 + · · · c1x + c0

with coefficients given by

ck−j = (−1)dj/2e
(
b(k + j)/2c
b(k − j)/2c

)
,

0 ≤ j ≤ k. The roots of mk(x) are the Galois conjugates of the cyclotomic
units (−1)k−1 limτ→0 rd,1(τ), where d ranges over the divisors of `, d > 1.

Corollary 1.1. The minimal polynomial for the Gauss periods of degree 2
for odd ` ≥ 3 has coefficients of xj, 0 ≤ j ≤ k, given by

dk−j =

{
(−1)b

k+1
2
cck−j j odd

(−1)b
k
2
cck−j j even

The structure of these modular unit groups and their associated cuspidal
divisor class groups are further characterized in [6], where in particular we
provide a cuspidal divisor class number formula given in terms of products
of L-functions.

2. Rogers-Ramanujan

The Rogers-Ramanujan continued fraction, defined by

r(τ) =
q1/5

1 +
q

1 +
q2

1 +
q3

1 + . . .

(2.1)

where q = q(τ) := e2πiτ , is convergent for τ in the upper half complex plane
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H, and has been an object of extensive study due to a wealth of associated
analytic properties, q-series identities, and combinatorial interpretations
(see [2], for example). Here instead, we present r(τ) as an example of a
modular unit, and define the modular units r`,j , 1 ≤ j ≤ (`− 3)/2 in § 3 as
higher level analogues to the Rogers-Ramanujan function r(τ).

Many of the fundamental properties associated to r(τ) rely upon the fact
that one may regard r(τ) as arising from the q-recurrence

R(z) = R(zq) + zqR(zq2).(2.2)

That is, we may write

r(τ) = q1/5R(q)/R(1).(2.3)

The q-recurrence (2.2) has a known analytic solution [23] given by

R(z) =
∑
n≥0

znqn2
(q; q)−1

n .(2.4)

Here we use the q−Pochhammer symbol defined by

(a; q)k =


1 k = 0
(1− a)(1− aq) · · · (1− aqk−1) k = 1, 2, . . .

[(1− aq−1)(1− aq−2) · · · (1− aq−k)]−1
k = −1,−2, . . .

(1− a)(1− aq)(1− aq2)(1− aq3) · · · k = ∞.

A celebrated result associated to r(τ) are the Rogers-Ramanujan identi-
ties,

R(1)−1 =
∏
n≥1

(1− q5n−1)(1− q5n−4)(2.5)

R(q)−1 =
∏
n≥1

(1− q5n−2)(1− q5n−3),(2.6)

which give an infinite product representation for the series (2.4) evaluated
at z = 1 and z = q. Various proofs have emerged in the literature for
the identities (2.5) and (2.6), originally due to Rogers and (independently)
Ramanujan, whose proofs rely upon the use of Theta functions [23].2 The
identities may also be interpreted combinatorially (see for example [1]) in
terms of number partitions. For example (2.5) may be read as saying “the
number of ways to partition a number into parts congruent to 1 and 4 mod
5 is equal the number of partitions into parts of minimal difference 2.”

By (2.3), (2.4), (2.5) and (2.6), one obtains a q-product expansion for
r(τ). With this, one may show that r(τ) is in fact a modular function
on Γ(5), and also a modular unit. We also observe a parallel role played

2See section 4.
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by a specialization of r(τ) within the number fields. By definition, the
specialization of r(τ) in the cusp 0 is easily observed:

lim
τ→0

r(τ) =
1

1 +
1

1 +
1

1 + · · ·
= (−1 +

√
5)/2.(2.7)

Rewriting the special value (2.7) another way, we find

(−1 +
√

5)/2 = (ζ2
5−ζ−2

5 )(ζ5−ζ−1
5 )−1,(2.8)

which we recognize as a cyclotomic unit. This special value is real, and
in fact generates the group of cyclotomic units in Q(ζ5)+, where we let
K+ denote the maximal real subfield of a given field K. We also note
this specialization may be used to generate the field Q(ζ5)+, that
is, Q(ζ5)+ = Q(limτ→0 r(τ)). Rephrasing, we have a modular unit arising
from a q-recurrence that generates a modular function field, and whose
specialization in the cusp 0 generates a real cyclotomic field, as well as its
cyclotomic unit group. In what follows we consider the fields F`, ` ≥ 5, as
well as specializations at other τ in H, and provide more general proofs of
these facts.

3. The modular unit groups UC
`

To define higher order modular unit groups analogous to UC
5 = 〈r(τ)〉

generated by the Rogers-Ramanujan continued fraction r(τ), we seek other
appropriate modular functions on the curves X(N). Due to the fact that
r(τ) has a continued fraction expansion and may be viewed as originating
from a certain q-recurrence, one might hope that if analogous functions ex-
ist, that they exhibit similar traits. We indeed form such families for curves
X(N) of higher genus g > 0 in what follows, yet will see that these func-
tions do not possess a continued fraction expansion but rather an expression
that may be viewed as a generalization of a continued fraction expansion.
To describe this, we begin with the observation of Sylvester that a contin-
ued fraction may be expressed as the limiting value of ratios of nth order
determinants. That is,

a0 +
b1

a1 +
b2

a2 +
b3

a3+. . .

=

∣∣∣∣∣∣∣∣∣∣

a0 b1 0 0 · · ·
−1 a1 b2 0 · · ·
0 −1 a2 b3 · · ·
0 0 −1 a3 · · ·
...

...
...

...

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣

1 0 0 0 · · ·
0 a1 b2 0 · · ·
0 −1 a2 b3 · · ·
0 0 −1 a3 · · ·
...

...
...

...

∣∣∣∣∣∣∣∣∣∣

−1

where the successive ratios of order n determinants are the partial con-
vergents of the continued fraction. One finds that the Rogers-Ramanujan
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continued fraction may be expressed as

r(τ) = q1/5

∣∣∣∣∣∣∣∣∣∣∣∣

1 0 0 0 · · ·
0 1 q2 0 · · ·
0 −1 1 q3 · · ·
0 0 −1 1 · · ·
...

...
...

...

∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣

1 q 0 0 · · ·
−1 1 q2 0 · · ·
0 −1 1 q3 · · ·
0 0 −1 1 · · ·
...

...
...

...

∣∣∣∣∣∣∣∣∣∣∣∣

−1

.

(3.1)

We generalize this definition, and let A(n) be the order n determinant with
entries ai,j , 1 ≤ i, j ≤ n, with B(n) defined similarly. Provided the limit
exists, we define the ratio of two infinite determinants by

(3.2)

lim
n→∞

A(n)/B(n) :=

∣∣∣∣∣∣∣∣∣∣

a1,1 a1,2 a1,3 a1,4 · · ·
a2,1 a2,2 a2,3 a2,4 · · ·
a3,1 a3,2 a3,3 a3,4 · · ·
a4,1 a4,2 a4,3 a4,4 · · ·

...
...

...
...

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣

b1,1 b1,2 b1,3 b1,4 · · ·
b2,1 b2,2 b2,3 b2,4 · · ·
b3,1 b3,2 b3,3 b3,4 · · ·
b4,1 b4,2 b4,3 b4,4 · · ·

...
...

...
...

∣∣∣∣∣∣∣∣∣∣

−1

.

With hopes of constructing analogous modular functions to (3.1) of
higher level, we form the infinite determinant Sk(z) of width k + 1

(3.3) Sk(z) :=∣∣∣∣∣∣∣∣
sk,0(z) sk,1(z) sk,2(z) · · · sk,k−1(z) 0 0 0 · · ·
−1 sk,0(zq) sk,1(zq) sk,2(zq) · · · sk,k−1(zq) 0 0 · · ·
0 −1 sk,0(zq2) sk,1(zq2) sk,2(zq2) · · · sk,k−1(zq2) 0 · · ·
...

...
...

...
...

...
...

...

∣∣∣∣∣∣∣∣
.

One may deduce from (3.3) the higher order q-recurrences satisfied by
the functions Sk(z)

k∑
m=0

sk,m−1(z)Sk(zqm) = 0(3.4)

where we let sk,−1(z) = −1. We must define the functions sk,j(z) appropri-
ately so that (3.4) yields an analytic solution Sk(z).
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We let

sk,2n(z) :=(−1)nznkqδ(k,n)(q; q)−2
n

×
b k+1

2 c−n−1∑
j=0

zjqj(n+1)(qj+1; q)n(qb
k+1
2 c−(j+n); q)n

(3.5)

sk,2n−1(z) :=(−1)n+1znk−b k
2cqδ′(k,n)(q; q)−2

n−1(1− qn)−1

×
b k

2c−n∑
j=0

zjqjn(qj+1; q)n(qb
k
2c−(j+n)+1; q)n−1

(3.6)

for n ≥ 0 in (3.5), and n ≥ 1 in (3.6), where

δ(k, n) = (2k + 1)
n2 + n

2
− n

⌊
k + 1

2

⌋
δ′(k, n) = (2k + 1)

n2 − n

2
+ n

⌊
k + 1

2

⌋
, 3

and

bαc = max
n∈Z

{n ≤ α}

dαe = min
n∈Z

{n ≥ α}.

As given in (3.5) and (3.6), the functions sk,m(z) first appear in the
work of Selberg [26], and in the case k = 2, the q-recurrence (3.4) reduces
to (2.2), with S2(z) = R(z). With this choice of sk,j , an analytic solution
to the q-recurrence (3.4) exists, and is given in [26] by

(3.7) Sk(z) =
∞∑

n=0

(−1)nzknq(2k+1)n2+n
2

−kn(1− zkq(2n+1)k)
(zq; q)n

(q; q)n

×
∏

m≥1

(1− zqm)−1.

Selberg uses these functions to give certain identities analogous to the
Rogers-Ramanujan identities (2.5) and (2.6), and also to give various q-
continued fraction identities. In contrast to their use in [26], we use the
functions sk,j(z) and Sk(z) to define groups of modular units UC

N . To define
the modular units r`,j , we first recall the Galois action on the modular
function fields FN .

The natural action of the group Γ(1) ⊂ M2(Z) on the fields FN given by

γ · f(τ) = f(γτ),(3.8)
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where f = f(τ) ∈ FN , may be extended to the group GL2(Z/NZ) as
follows. Given d ∈ (Z/NZ)∗, let

γd :=
(

1 0
0 d

)
(3.9)

act on Q(ζN ) by
γd · ζN = ζd

N .

If f ∈ FN has q-series expansion given by f(τ) =
∞∑

n=m

anqn/N , an ∈ Q(ζN ),

the action of γd extends to FN by

γd · f(τ) =
∞∑

n=m

(γd · an)qn/N .(3.10)

The matrices γd, d ∈ (Z/NZ)∗, together with SL2(Z/NZ), generate
GL2(Z/NZ), and the group actions given by (3.8) and (3.10) define a Ga-
lois action on the modular function fields, described by the following exact
sequence

1 −→ GN · {±1} −→ G −→ Gal(FN/F1) −→ 1(3.11)

where

G =
∏
p

GL2(Zp) ·G+
∞(3.12)

GN = {(x) ∈ G/G+
∞ | xp ≡ 1 mod N ·M2(Zp)}.(3.13)

The product defining G is taken over primes p, and Zp denotes the ring of
integers in the completion Qp of the field Q at p. From (3.11), one finds the
isomorphism

Gal(FN/F1)
π∼= GL2(Z/NZ)/{±1}.(3.14)

We first define using (3.7) the functions r`,1 and r`,2.

Definition. For ` = 2k + 1 ≥ 5, let

r`,1(τ) := (−1)k−1q
−k(k−1)

2`
Sk(1)
Sk(q)

(3.15)

and for ` = 2k + 1 > 5, let

r`,2(τ) := (−1)k−2q
−(k+1)(k−2)

2`
Sk(1)− qk−1Sk(q2)

Sk(q)
.(3.16)

For m ∈ (Z/NZ)∗, we let

σm :=
(m 0

0 1

)
∈ π

(
Gal(FN/F1)

)
(3.17)



300 Amanda Folsom

and for ` = 2k + 1, let

Ψ`,k := −q
(3`−4)(`−3)

24`
η(τ)
η(`τ)

Sk(q),(3.18)

Ψ1 := −e(−k2/`)Ψ`,k.(3.19)

We define for 1 ≤ j ≤ (`− 3)/2 and gcd(k + 1− j, `) = 1 the functions

r`,j(τ) := σk+1−j

(
iΨ`,k

)
/iΨ`,k,(3.20)

where the Dedekind η-function η(τ) = ∆1/24(τ) is the 24th root of the
Discriminant function, and is given by

η(τ) = q1/24
∏
n≥1

(1− qn).(3.21)

A consistent definition for j such that gcd(k + 1− j, `) > 1 appears in the
following sections. We will show in §5 that definitions (3.15) and (3.16)
coincide with (3.20) for j = 1, 2.

4. Theta constants

To prove Theorems 1.1 and 1.2 we will make use of the theory of the
theta constants. A theta characteristic is a vector χ =

[
ε
ε′
]
∈ R2. Two

characteristics are said to be equivalent if their difference is in Z2, and the
space of characteristic classes is defined as R2 modulo this equivalence
relation. Given a matrix γ= (a b

c d) ∈ Γ(1)/{±1}, a right group action on the
space of characteristic classes is defined by

χγ = γtχ +
[ −ac

bd

]
(4.1)

The theta constant with characteristic χ =
[

ε
ε′
]
∈ R2 is defined by

θ
[ ε

ε′
]
(τ) =

∑
n∈Z

e
(

1

2

(
n + ε

2

)2
τ +

(
n + ε

2

)
ε′

2

)
.

This function converges for τ ∈ H, and satisfies the transformation rule

θ [χ] (γτ) = κχ,γ(cτ + d)1/2θ [χγ] (τ)(4.2)

for γ ∈ Γ(1), and

κχ,γ = e
(
− 1

4
(aε + cε′)bd− 1

8
(abε2 + cdε′

2 + 2bcεε′)
)
κγ

where κγ is an eighth root of unity depending only on the matrix γ. As a
special case of (4.2), one finds for r, s ∈ Z,

θ
[ ±ε +2r
±ε′+2s

]
(τ) = e

(
± εs

2

)
θ
[ ε

ε′
]
(τ).(4.3)
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The theta constants also satisfy the product identity

θ
[ ε

ε′
]
(τ) = e

( εε′

4

)
qε2/8

∏
n≥1

(1− qn)(1 + e
( ε′

2

)
qn− 1+ε

2 )(1 + e
(−ε′

2

)
qn− 1−ε

2 ),

(4.4)

which can be derived from the Jacobi triple product identity [5]
∞∑

n=−∞
qn2

z2n =
∞∏

n=1

(1− q2n)(1 + q2n−1z2)(1 + q2n−1z−2).(4.5)

To prove statement i. of Theorem 1.1, we begin by applying the identity∑
n∈Z

e

(
1
2

(
n +

ε

2

)2

τ +
(

n +
ε

2

)
ε′

2

)

= e

(
εε′

4

)
qε2/8

∏
n≥1

(1− qn)(1 + e(ε′/2)qn− 1+ε
2 )(1 + e(−ε′/2)qn− 1−ε

2 )(4.6)

which may also be derived from (4.5). Thus by (3.7) and (4.6) one finds

Sk(1) =
∏
n≥1

(1− q`n−k)(1− q`n−(k+1))(1− q`n)
(1− qn)

(4.7)

Sk(q) =
∏
n≥1

(1− q`n−1)(1− q`n−(`−1))(1− q`n)
(1− qn)

(4.8)

Sk(1)− qk−1Sk(q2) =
∏
n≥1

(1− q`n−(k−1))(1− q`n−(k+2))(1− q`n)
(1− qn)

.(4.9)

Thus, by (3.15) and (3.16), (4.7), (4.8), and (4.9),

r`,1 = (−1)k−1q−k(k−1)/2`
∏
n≥1

(1− q`n−k)(1− q`n−(k+1))
(1− q`n−1)(1− q`n−(`−1))

(4.10)

r`,2 = (−1)k−2q−(k+1)(k−2)/2`
∏
n≥1

(1− q`n−(k−1))(1− q`n−(k+2))
(1− q`n−1)(1− q`n−(`−1))

.(4.11)

Using (4.10) and (4.11) we apply (4.4) and (4.2), and will see in §5 using
(3.20) the following expression for the modular units r`,m(τ), where
1 ≤ m ≤ (`− 3)/2.

Proposition 4.1. For ` = 2k + 1 ≥ 5, 1 ≤ m ≤ (`− 3)/2,

r`,m(τ) = (−1)k−me( k−m
2`

)
θ

[
2m−1

`

1

]
(`τ)

θ

[
`−2

`

1

]
(`τ)

.(4.12)
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We will use the following Lemma.

Lemma 4.1. For any odd `ε, ε′ and `, and any γ ∈ Γ(`), the theta constant

θ
[ ε

ε′
]
(`τ) satisfies the transformation

θ
[ ε

ε′
]
(`·γτ) = νχ,γ(cz + d)1/2 θ

[ ε
ε′
]
(`τ)

where

νχ,γ = e
(
−εd(a− 1)(b` + ε′)/4

)
e
(
−ε2(b`(a− 1))/8

)
e
(
−ε′d(2bc + cε′/`)/8

)
.

Proof. (Lemma 4.1) We compute

θ
[ ε

ε′
]
(`·γτ) = θ

[ ε
ε′
]
(γ̃ ◦ `τ)

where γ̃ =
(

a b`
c/` d

)
∈ SL2(Z), and find

χγ̃ = γ̃tχ +
[
−ac/`

bd`

]
=
[
aε + cε′/`− ac/`
b`ε + dε′ + bd`

]
.

For ease of notation, let γ(ε) = aε+ cε′/`−ac/` and γ(ε′) = b`ε+dε′+ bd`.
If
(

a b
c d

)
=
(

1 + A` B`
C` 1 + D`

)
, we find

γ(ε) = ε + A`ε + Cε′ − C(1 + A`)

γ(ε′) = ε′ + D`ε′ + B`2ε + B`2(1 + D`)

If A is odd, then C must be odd, as det(γ) = 1. In this case, γ(ε) ≡ ε
mod2. This also holds if A is even, regardless of the parity of C. Similarly,
if D is odd, then B is odd, so that γ(ε′) ≡ ε′ mod2. Again we find that this
also holds if D is even. By (4.2) and (4.3) we have

θ[χ](γ̃◦`τ) = κχ,γ̃( c

`
·`τ + d)1/2θ[χγ̃](`τ)

= κχ,γ̃e( ε

4
(b`ε + (d− 1)ε′ + bd`))(cτ + d)1/2θ[χ](`τ).

Combining the constants gives the expression for νχ,γ and completes the
proof. �

Proof. (Theorem 1.1 i.)
To show that the functions r`,j are modular units of level `, we see by

(4.10), (4.11) and (3.20) that the r`,j are holomorphic on H. Thus it suffices
to show the functions transform correctly under Γ(`), and that they in fact
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lie in U`. To show transformation, by Lemma 1 and (4.12) it suffices to
show that νχ1,γ = νχ2,γ , where

χ1 =
[

ε1

ε′

]
=
[

2m−1
`

1

]

χ2 =
[

ε2

ε′

]
=
[

`−2
`

1

]
.

We have
νχ1,γ

νχ2,γ
= e(d(a−1)

4
(ε2 − ε1)(1 + b`))e

(
b`(a−1)

8
(ε22 − ε21)

)
= e

(
d(a−1)

2`
(k −m)(1 + b`)

)
e
(

b(a−1)
2`

(k −m)(k + m + 1)
)

= e
(

dA
2

(k −m)(1 + b`)
)
e
(

B(a−1)
2

(k −m)(k + m + 1)
)

= e
(

dA
2

(k −m)(1 + b`)
)
.(4.13)

The last equality follows from the fact that (k −m) and (k + m + 1) have
opposite parity. Finally, if b is odd, then the expression in (4.13) simplifies
to 1. If b is even, then ad = (1 + `A)d is odd, so that A is even, and again
the expression (4.13) is equal to 1. By examining (4.11), (4.11) and (3.20),
one finds that the functions r`,j have divisors supported on the cusps of
Γ(`). This proves Theorem 1.1 i. �

Proof. (Theorem 1.2). For the involution γ=
(

0 −1
1 0

)
, we have by (4.2)

θ
[ ε

ε′
]
(−1/τ) = e

(
εε′

4

)
κγτ1/2θ

[
ε′
−ε

]
(τ)

so that

lim
τ→0

r`,m(τ) = lim
τ→∞

r`,m(−1/τ)

= lim
τ→∞

(−1)k−me( k−m
2`

)
θ

[
2m−1

`

1

]
(−1/`τ)

θ

[
`−2

`

1

]
(−1/`τ)

= lim
τ→∞

(−1)k−m

θ

[
1

1−2m
`

]
(`τ)

θ

[
1

2−`
`

]
(`τ)

.

We use the fact that
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θ
[ 1

ε′
]
(τ) = q1/8e(ε′/4)

∑
n∈Z

e((n2 + n)τ/2 + nε′/2)

= q1/8(e(ε′/4) + e(−ε′/4) + O(|q|))(4.14)

as τ →∞, to conclude

lim
τ→0

r`,m(τ) = (−1)k−m ζ
2m−1

4
` + ζ

1−2m
4

`

ζ
`−2
4

` + ζ
2−`
4

`

= (−1)k−m ζ
k+1−m

2
` − ζ

− k+1−m
2

`

ζ
1
2
` − ζ

− 1
2

`

= (−1)k−mζ
m−k

2
`

ζk+1−m
` − 1

ζ` − 1

= (−1)k−mζ
1−v
2

`

ζv
` − 1

ζ` − 1
(4.15)

where v = k+1−m. To conclude the proof, we state two well known results
regarding the description of the cyclotomic unit groups [29].

Lemma 4.2. For N = pj, p ≥ 5 prime, j ≥ 1,

EC
Q(ζN ) = 〈{ζN , EC

Q(ζN )+}〉.

Lemma 4.3. For N = pj, p prime, j ≥ 1,

EC
Q(ζN )+ =

〈{
− 1, ζ

(1−m)/2
N

1− ζm
N

1− ζN
| 1 < m < N/2, (m, p) = 1

}〉
.

As m ranges over integers {1, 2, 3, . . . , `−1
2 −1}, we note that v ranges over

integers {2, 3, . . . , `−1
2 }. With v in this range, by Lemma 4.3 we see that the

set of specializations limτ→0 SC
` may be used to generate the group EC

Q(ζ`)+

of cyclotomic units in Q(ζ+
` ). When ` is not a prime power, there may

be multiplicative dependence between the elements in limτ→0 SC
` , although

these primitive cyclotomic units in Q(ζ`)+ may be used to define a set
of multiplicatively independent units as given by Ramachandra [21]. This
proves Theorem 1.2.. �

To prove statement ii. of Theorem 1.1, we turn to a discussion of the
Siegel functions.
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5. Siegel functions

The Siegel functions are constructed using the Klein forms, tL(z), which
are defined by a lattice L ⊆ C, and are functions of z ∈ C. Equivalently, we
may write tL(z) = ta(τ) if L = Zτ + Z, and z = a1τ + a2 ∈ C, a1, a2 ∈ R.
With the latter notation, the Klein forms are defined by

ta(τ) = e−ηa(τ)a·(τ,1)/2σa(τ),(5.1)

where σa and ηa are the classical Weierstrass functions. Using known
properties of the Weierstrass σa and ηa functions, one can verify
that the Klein forms satisfy the following properties

tλL(λz) = λtL(z)(5.2)
(cτ + d)ta(γτ) = taγ(τ)(5.3)

ta+b(τ) = ε(a, b)ta(τ).(5.4)

In (5.2)-(5.4), λ ∈ C∗, γ ∈ Γ(1), b = (b1, b2) ∈ Z2, and the constant ε(a, b)
is given by

ε(a, b) = (−1)b1b2+b1+b2e((b2a1 − b1a2)/2).

We note in particular that (5.2) implies

t−a(τ) = −ta(τ).

The Klein forms are used to define the Siegel functions, given by

ga(τ) = ta(τ)η(τ)2,(5.5)

where η(τ) is the Dedekind η-function with q-development given by (3.21).
We point out the following transformation law.

Lemma 5.1. Let a = (a1, a2) ∈ Q2 \ Z2. Then

g(a1,a2)(−1/τ) = −ig(a2,−a1)(τ).

Proof. Using the definition (5.5) of the Siegel function ga, the lemma follows
from the transformation properties

η2(−1/τ) = −iτη2(τ)(5.6)
τ t(a1,a2)(−1/τ) = t(a2,−a1)(τ).(5.7)

�

A major result of Kubert and Lang in their development of the theory of
the modular units is the following explicit characterization of the modular
units of prime power level `.
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Theorem 5.1. (Kubert, Lang) Let ` = pn, where p is prime, p 6= 2, 3,
n ∈ N. Then the modular units of level ` (modulo constants) consist of
products ∏

a

gm(a)
a

where a = (a1
` , a2

` ) ∈ 1
` Z2, a /∈ Z2, and the exponents m(a) ∈ Z satisfy the

quadratic relations∑
a

m(a)a2
1 ≡

∑
a

m(a)a2
2 ≡

∑
a

m(a)a1a2 ≡ 0 mod `,

and the condition
∑

a m(a) ≡ 0 mod 12.

Using the product expansions for the η and σ functions, one has the
following product formula for the Siegel functions:

ga(τ) = −q
1
2
B2(

a1
`

)e

(
a2

`

(
a1

`
− 1
)

/2
)(

1−q
a1
` e
(a2

`

))
(5.8)

×
∞∏

n=1

(
1−qn+

a1
` e
(a2

`

))(
1−qn−a1

` e
(
− a2

`

))
where B2(z) is the second Bernoulli polynomial defined by

B2(z) = z2 − z +
1
6
.

One may verify using (5.3), (5.8), and the Galois action described in §
3, that the Galois group Gal(F`/F1) acts on the Siegel functions by multi-
plication on the indices. That is, for β ∈ Gal(F`/F1),

β · ga = ga·β.(5.9)

We emphasize the following corollary.

Corollary 5.1. For ` = 2k +1 prime, the function Ψ1 as defined in (3.19)
is a modular unit of level 12`, with order at ∞ given by

ord∞(Ψ1) =
(`− 2)(`− 3)

12`
− 1

12
.

Further, the function Ψ12
1 is a modular unit of level `.

Proof. Using the definition of Ψ`,k given in (3.18), the product expansions
(3.21), (4.8), and (5.8), one may verify that

Ψ1 =
`−1∏
s=0

g(1/`,s/`)(5.10)

= −q
`
2
B2(1/`)e(−k2/`)

∞∏
n=1

(1− qn`−(`−1))(1− qn`−1).(5.11)
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Using (5.10), the modularity of Ψ1 and Ψ12
1 follows as an immediate con-

sequence of Theorem 5.1. The order of Ψ1 at ∞ is seen in (5.11) to be
`B2(1/`)/2, which is equal to (`−2)(`−3)

12` − 1
12 . �

We now offer the following factorization of the functions r`,j into a prod-
uct of Siegel functions.

Proposition 5.1. For ` = 2k + 1 ≥ 5 and 2 ≤ m ≤ k,

r`,k+1−m = (−1)(m−1)e

(
−k(m− 1)

2`

) `−1∏
s=0

g(m/`,s/`)/g(1/`,s/`)(5.12)

= (−1)m−1
k∏

s=−k

(
g(m/`,s/`)

g(1/`,s/`)

)
.(5.13)

Proof. Using Lemma 5.1, we first compute

iΨ`,k(−1/τ) = −e(k2/`)iΨ1(−1/τ)(5.14)

= (−1)k+1e(k2/`)
`−1∏
s=0

g(s/`,−1/`),(5.15)

and thus

γm(iΨ`,k(−1/τ)) = (−1)me

(
−km

2`

) `−1∏
s=0

g(s/`,−m/`),

where γm is as defined in (3.9). We use the fact that σm =
(

0 1
−1 0

)
γm
(

0 −1
1 0

)
and apply Lemma 5.1 once more to conclude for r`,k+1−m as defined in
(3.20),

r`,k+1−m(τ) = (−1)m−1e

(
−k(m− 1)

2`

) `−1∏
s=0

(
g(m/`,s/`)

g(1/`,s/`)

)

= (−1)m−1
k∏

s=−k

(
g(m/`,s/`)

g(1/`,s/`)

)
,

where the last equality can be derived by using (5.4). �

Remark. We remark that the action of σm is well defined mod `, i.e. for
any integers t and m relatively prime to `, σt(rk+1−m) = σt∗(rk+1−m),
where t∗ ≡ t in (Z/`Z)∗/{±1}. One may see this by first observing that
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the q1/12`-expansion at i∞ of iΨ`,k(−1/τ) is given by

iΨ`,k(−1/τ)=(e(k/`)−e(−k/`))q
1

12`

∞∏
n=1

(1−q
n
` e(−1/`))(1−q

n
` e(1/`)).

(5.16)

By (3.20), one has σt(rk+1−m) = rk+1−tm/rk+1−t (for t and m relatively
prime to `). Combining this with the fact that rk+1−m = −rk+1+m for any
integer m such that m 6≡ 0 mod `, proves the assertion that σt(rk+1−m) =
σt∗(rk+1−m).

Proof. (Proposition 4.1) Proposition 4.1 now follows from Proposition 5.1,
(5.8) and (4.4). �

We now proceed with the proof of Theorem 1.1 ii. As before, let F` be
the function field of the curve X(`) over Q(ζ`). The field F` is Galois over
F1 = Q(j) with Galois subgroup Gal(F`/F1(ζ`)) ' Γ(1)/Γ(`) · {±1}. In
[11], the author gives a pair of generators X2 and X3 for F`, for
prime ` ≥ 5, (see also [9, 10] for the more general setting) with q−product
expansions

X2 = q−(k−1)/`
∏
n≥1

(1− q`n−2)(1− q`n−(`−2))
(1− q`n−1)(1− q`n−(`−1))

(5.17)

X3 = q−(2k−3)/`
∏
n≥1

(1− q`n−3)(1− q`n−(`−3))
(1− q`n−1)(1− q`n−(`−1))

.(5.18)

By (4.10) and (4.11) we have X2 = σ−1
k ((−1)k−1r−1

`,1 ), X3 = σ−1
k (−r−1

`,1 r`,2),
` > 5. Hence

F`
∼= σk(F`) = σk(Q(ζ`, X2, X3)

= Q(ζ`, σk(X2), σk(X3))

= Q(ζ`, r
−1
`,1 , r−1

`,1 r`,2)

= Q(ζ`, r`,1, r`,2).(5.19)

However, the functions r`,j are modular units by Theorem 1.1 i., so
that Q(ζ`, r`,1, r`,2) ⊆ F`. The automorphism σk is of finite order, so that
σk(F`) ⊆ F` implies σk(F`) = F`, and thus for ` > 5,

Q(ζ`, r`,1, r`,2) = F`.

For ` = 5, the genus of the associated modular curve X(5) ' (Γ(5)\H)∗

is zero, thus there exists a hauptmodul, a modular function in F5 with
exactly one simple pole. It is well known, and not difficult to see, that
r5,1(τ) satisfies this property, which concludes the proof of Theorem 1.1 ii.
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6. Gauss periods

6.1. Gauss periods. Given an odd prime ` with factorization ` = fk +
1, f ≥ 1, there is a unique subfield K of Q(ζ`) with [Q(ζ`) : K] = f .
If we let {mn}, 1 ≤ n ≤ k be a set of representatives for the cosets of
(Z/`Z)×/

(
(Z/`Z)×

)k, the Gauss periods of degree f are defined for each n
by

TrQ(ζ`)/K(ζmn
` ),(6.1)

and have a common minimal polynomial Fk(x) of degree k. In the case
f = 2 we note the unique subfield of degree 2 is Q(ζ`)+, and we may choose
mn = n. In this case Gauss explicitly described the coefficients dk−j of xj ,
0 ≤ j ≤ k, of the degree k minimal polynomial Fk(x) by

dk−j = (−1)b
k−j
2 c
(b k+j

2 c

b k−j
2 c

)
.

(6.2)

Later Sylvester indicated how one may obtain the coefficients for composite
` and f = 2 recursively, and gave a list of the polynomials for 1 ≤ ` ≤
36. The results of Gauss and Sylvester may be found in [28]. The period
polynomials for various `, f and k have since been investigated. In [8], Gupta
and Zagier consider the case f = 2, and extend the definition (6.1) to odd
`. In [8] the authors prove the reciprocal polynomial

fk(x) = xkFk(x−1)(6.3)

with roots {1/TrQ(ζ`)/K(ζn
` ) | 1 ≤ n ≤ k} has coefficients dk−j of xk−j in

agreement with those given by Gauss in (6.2). Here, we recover this original
result of Gauss, and the more general result of Gupta and Zagier by different
means. In particular, we observe this result after considering the limiting
value of a functional equation satisfied by the modular unit r`,1. To prove
Theorem 1.6, we will use the following lemmas. The first follows from the
fact that

lim
τ→0

1− qa

1− q
= a.

Lemma 6.1. For integers r, j ≥ 0 and k ≥ 1,

lim
τ→0

sk,2r(qj) = (−1)r
m1−r−1∑

n=0

(n+r
n )( m1−(n+1)

m1−(n+r+1))

lim
τ→0

sk,2r−1(qj) = (−1)r+1
m2−r∑
n=0

(n+r
n )(m2−(n+1)

m2−(n+r))

where m1 = bk+1
2 c and m2 = bk

2c.
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Lemma 6.2. For integers m,n ≥ 0 and j ≥ 1,

lim
τ→0

S
(j)
k (qn)− S

(j)
k (qm) = 0

Lemma 6.3. For integers m, r ≥ 0 such that the following expressions are
defined, we have

m−2r−1∑
n=0

(
r+n

n

)(
m−r−n−1

m−2r−n− 1

)
=

(
m

2r+1

)
(6.4)

m−2r∑
n=0

(
r+n

n

)(
m−r−n−1
m−2r−n

)
=

(
m

2r

)
(6.5)

Proof. (Lemma 6.3.)
For r ≥ 0 we have

(1− x)−r−1 =
∞∑

n=0

(
r + n

n

)
xn(6.6)

so that xn has coefficient
(r+n

n

)
and xm−2r−n−1 has coefficient

(m−r−n−1
m−2r−n−1

)
,

where 0 ≤ n ≤ m−2r−1. We find that xm−2r−1 in the product (1−x−2r−2)
has coefficient given by the left hand side of (6.4), but also( m
m−2r−1

)
=
( m
2r+1

)
by (6.6). This gives (6.4), and we argue similarly to

establish (6.5). �

Proof. (Lemma 6.2.)
For j = 1 we have for any r ≥ 0

lim
τ→0

Sk
(1)(qr) = lim

τ→0
sk,0(qr) = lim

τ→0

b k+1
2
c−1∑

i=0

qi(r+1) =
⌊
k + 1

2

⌋
.

By induction, the result follows for j > 1 from Lemma 6.1 and the fact that

S
(j)
k (qn) =

k−1∑
i=0

sk,i(qn)S(j−(i+1))
k (qn+i+1).

�

Proof. (Theorem 1.6.)
That the modular function r`,1(τ) satisfies the equation Mk(X) defined in
Theorem 1.6 follows from (3.4), (3.7) and (3.15). If limτ→0 Mk(X) = mk(x)
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has coefficients ck−j of xk−j , by (1.7) and the Lemmas, we have for j even

ck−j = (−1)j/2

b k
2
c− j

2∑
n=0

(
j
2 + n

n

)(
bk

2c − (n + 1)

bk
2c −

j
2 − n

)

= (−1)j/2

b k
2
c− j

2∑
n=0

(
j
2 + n

n

)(
bk−j

2 c+ j
2 − n− 1

bk
2c −

j
2 − n

)

= (−1)j/2

(
k − bk−j+1

2 c
j

)

= (−1)j/2

(
k − bk−j+1

2 c
bk−j

2 c

)

= (−1)j/2

(
bk+j

2 c
bk−j

2 c

)
(6.7)

and for j odd

ck−j = (−1)(j+1)/2

b k+1
2
c− j−1

2
−1∑

n=0

(
j−1
2 + n

n

)(
bk+1

2 c − (n + 1)

bk+1
2 c − j−1

2 − n− 1

)

= (−1)(j+1)/2

b k+1
2
c− j−1

2
−1∑

n=0

(
j−1
2 + n

n

)(
bk−j

2 c+ j−1
2 − n− 1

bk
2c −

j−1
2 − n

)

= (−1)(j+1)/2

(
k −

⌊
k−j+1

2

⌋
j

)

= (−1)(j+1)/2

(
k −

⌊
k−j+1

2

⌋
bk−j

2 c

)

= (−1)(j+1)/2

(
bk+j

2 c
bk−j

2 c

)
·

(6.8)

We use the identity
( m
m−r

)
=
(m

r

)
, the fact that k−bk−j+1

2 c− bk−j
2 c = j,

and that ⌊
k − j

2

⌋
=

{
bk

2c −
j
2 j even

bk+1
2 c − j−1

2 − 1 j odd

and conclude that the limiting value limτ→0 r`,1(τ) satisfies the polynomial
mk(x), with coefficients given by (6.7) and (6.8), and that this polynomial
is integral. �
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Proof. (Corollary 1.1) In [8], the authors prove via polynomial recurrences
that for the polynomial fk(x) as defined by (6.3), the coefficients dk−j of
xk−j are given by (6.2). Comparing (6.7) and (6.8), we find

dk−j =

{
(−1)b

k+1
2
cck−j j odd

(−1)b
k
2
cck−j j even

and conclude

mk(x) = (−1)b
k+1
2
cfk((−1)kx).(6.9)

By (4.15) we deduce

lim
τ→0

r`,1(τ) =
(−1)k

TrF/F+

(
ζ
b k+1

2 c
`

)(6.10)

where F = Q(ζ`). Thus the roots of mk(x) are given by

{(−1)k/TrQ(ζ`)/K(ζn
` ) | 1 ≤ n ≤ k},(6.11)

which is equal to the union over the divisors d > 1 of ` of the Galois
conjugates of the cyclotomic units limτ→0(−1)k−1rd,1(τ), proving Corollary
1.1. �

7. Class field theory

We next examine results within class field theory related to the modular
units r`,j . We note that Theorem 1.3 requires only one specialization of
one modular function to generate the field K` and compare the following
classical result.

Theorem R. For K = Q(z) an imaginary quadratic field, and any positive
integer N , the ray class field of conductor N over K is given by the field
K · FN |z, where

FN |z = {f(z) | f ∈ FN , f(z) 6= ∞}.
That is KN = K · FN |z.

Proof. (Theorem R.) See [27], or [20]. �

Example. To illustrate Theorem 1.3, with τ = i, the ray class field of
conductor 5 over K = Q(i) is given by

Q(i)5 = Q(i, r(i))

where

r(τ) =
q1/5

1+
q

1+
q2

1+
q3

1+
q4

1 + · · ·



Class invariants and cyclotomic unit groups from special values of modular units 313

is the Rogers-Ramanujan continued fraction. The special value r(i), also
determined by Ramanujan, is given by

r(i) =

√
5 +

√
5

2
− 1 +

√
5

2
.

As another example we may take z = ρ, and find

Q(ρ)5 = Q(ρ, r(ρ)),

where

r(ρ) = e(−1/10)

√
30 + 6

√
5− 3−

√
5

4
,

also given by Ramanujan.

7.1. Shimura reciprocity. To prove Theorems 1.3 and 1.4, we will use in
part the language of varieties as in [27]. Let V and W be rational varieties
defined over a common field k. A subvariety T ⊆ V ×W is called a rational
map if (v, w) ∈ T ⇒ k(v, w) = k(v). A rational map is called a rational
function if W = A1 one dimensional affine space. The rational functions on
V form a field, which we denote by k(V ).

Let

G(p) = GL2(Qp)

G∞ = GL2(R)

GA = {(x) ∈
∏
p

Gp ·G∞ | xp ∈ GL2(Zp) for almost all p.}

G0 = {(x) ∈ GA | x∞ = 1}
G+

A = G0G
+
∞

Z = {S ⊆ G+
A | S open, Q∗G+

∞ ⊆ S, S/Q∗G+
∞ compact.}

We note that a topology is placed on GA by declaring the set G, as defined
in (3.12), to be open. Let S ⊆ GA+ be an open subset of GA+ such that
Q∗G∞+ ⊆ S and S/Q∗G∞+ is compact, and let kS ⊂ Qab be the Abelian
extension of Q fixed by Q∗det(S). Then there is a natural variety VS corre-
sponding to S defined over kS as follows. Given any Fuchsian group Γ of the
first kind, Γ\H∗ is a compact Riemann surface, so there exists a nonsingular
algebraic curve V defined over a subfield of C so that Γ\H∗ is biregularly
isomorphic to V . We say (V, φ) is a model of Γ\H∗ if φ is a Γ-invariant
holomorphic map, φ : H∗ −→ V , that yields such an isomorphism. If we let

FS = {h ∈ F | hσ(s) = h ∀ s ∈ S}(7.1)
ΓS = S ∩GQ+(7.2)
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then there exists a model (VS , φS) of ΓS\H∗ such that

VS is defined over kS(7.3)
FS = {f ◦ φS | f ∈ kS(VS)}.(7.4)

We summarize some known results in the following proposition.

Proposition 7.1. Each set S ∈ Z defines a corresponding subfield
kS ⊆ Qab of finite index.

Proof. (Proposition 7.1.) The composition

GA
det−−−−−→ Q∗

A
[ (−)−1, Q ]−−−−−−−−−→ Gal(Qab/Q)

defines a homomorphism ϕ : GA → Gal(Qab/Q). We note

Q∗ · det(S) ⊆ Q∗
A,

and take the field kS so that

Gal(Qab/kS) = ϕ(S).

�

Now for τ ∈ C− R imaginary quadratic, there is an embedding Eτ (see
[27] 4.4)

Eτ : K ↪→ M2(Q)
such that

Eτ (K∗) = {γ ∈ GL2(Q)+ | γ(τ) = τ},
and for k ∈ K∗,

Eτ (k)
[

τ
1

]
= k

[
τ
1

]
(7.5)
The embedding extends naturally to K∗

A, the idèle group of K. We will
use the following proposition, with the correspondence given in the sense
of Proposition 7.1.

Proposition S. (Shimura [27]) Let S ∈ Z, τ ∈ C − R imaginary qua-
dratic, and let

W = {s ∈ K∗
A | Eτ (s) ∈ S}.

Then K · kS(φS(τ)) ⊆ Kab corresponds to the subgroup

K∗W ⊆ K∗
A.

Example. As an illustration of the proposition, for any N ∈ N, consider
the set

SN = Q∗{(x) ∈ G | xp ≡ 1 mod N ·M2(Zp)}.
Then ΓSN

= Q∗Γ(N), so that (VSN
, φSN

) is a model of Γ(N)\H∗ over Q.
We will use the following known result.
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Proposition. With S = SN as above, the corresponding set W is given by

Q∗\W = WN =
∏
p

(1 + NOp)∗ ⊂ K∗
A.(7.6)

In what follows, we let τ be the variable on the upper half plane H. We
let φN be the biregular homomorphism associated to ΓSN

\H∗, and let VN

be the locus of

φN (τ) = (j(τ), f 1
a1

(τ), f 2
a1

(τ), f 3
a1

(τ), f 1
a2

(τ), f 2
a2

(τ), f 3
a2

(τ), . . . )

where {ai}i = 1
N Z2/Z2 − {0}, and for the lattice L = L(τ, 1), the Fricke

functions f i
a are defined by

f 1
a (τ, L) =

g2(L)g3(L)
∆(L)

℘
(
a
[

τ
1

]
;L
)

f 2
a (τ, L) =

g2(L)2

∆(L)
℘
(
a
[

τ
1

]
;L
)2

f 3
a (τ, L) =

g3(L)
∆(L)

℘
(
a
[

τ
1

]
;L
)3

.

where ℘ is the Weierstrass ℘−function, and g2, g3 invariants of the lattice
(see [20]).

Two curves are birational if and only if their function fields are iso-
morphic, and there exists a birational map X : VSN

−→ VN such that
X ◦ φSN

= φN . Thus the map X gives an isomorphism

kSN
(VSN

) X−→ kN (VN )

hence
K · kSN

(φSN
(z)) ∼= K · kN (φN (z)).

It is known that the field of modular functions of level N is generated by
the modular invariant j and the first Fricke functions f 1

a , where a ∈ 1
N Z2,

a /∈ Z2. Thus, the field K · FN |z ⊆ Kab corresponds to K∗W . Combining
the above results, we arrive at the following known result.

Gal(Kab/KN ) ∼=
∏
p

(1 + NOp)∗.(7.7)

7.2. Galois action on UC
N .

Proposition 7.2. i. For fixed m, 1 ≤ m ≤ k − 1, one has

Gal(F/F1(r`,m)) ∼=
{
σ = (σp) ∈ G | σp ≡

(
1 0
0 s

)
mod ` ·M2(Zp)

}/
G+
∞G`

∼= (Z/`Z),∗
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where s ∈ Z is such that s 6≡ 0 mod `.
ii. In particular, for fixed m, 2 ≤ m ≤ k, if

γ ≡
(

1 b
0 d

)
≡
(

1 0
0 d

)(
1 b
0 1

)
mod `M2(Z`), with d 6≡ 0 mod `, then one has

(r`,k+1−m)γ = e(−(kb(m2 − 1)/`))r`,k+1−m.

Proof. (Theorem 1.3.) Let

Sr :=
{
σ = (σp) ∈ G | σp ≡

(
1 ns
0 s

)
mod ` ·M2(Z)

}
where s 6≡ 0 mod `. Assuming Proposition 7.2, as in Proposition S take
S = Sr and suppose u ∈ W . For any m, 1 < m ≤ (`−1)/2, up ≡s mod `Zp.
By the property given in (7.5) defining the embedding Eτ , we find s ≡ 1
mod `Zp, so that up ∈ 1 + `Op, hence u ∈

∏
p(1 + `OKp)∗. To prove the

converse, u ∈ 1 + `OK implies Eτ (u) ≡1 mod `, so that Eτ (u) ∈ S, hence
u ∈ W . Theorem 1.3 follows from the following proposition. �

Proposition 7.3. For S and τ as in Proposition S, and FS as in (7.1), if
there exists some h ∈ FS such that h is non-singular at τ , and FS = F1(h),
then

K · kS(φS(τ)) = K · kS(j(τ), h(τ)).

Proof. (Proposition 7.3.) We have h ∈ FS , so by (7.4) there exists some f ∈
kS(VS) such that h = f ◦φS , so that h(τ) = f ◦φS(τ), which is non-singular
by hypothesis. f ∈ kS(VS) implies kS(φS(τ), f(φS(τ)) = kS(φS(τ)) so that
h(τ) ∈ K · kS(φS(τ)). The same argument holds replacing h by j. Thus,
K · kS(j(τ), h(τ)) ⊆ K · kS(φS(τ)). To prove the reverse inclusion, without
loss of generality, we may write φS(τ) = (τ1, τ2, τ3, . . . ). Let Pj denote the
projection onto the j-th coordinate, that is, define Pj : VS → C ' A1 by
Pj(v) = τj , where v = (τ1, τ2, τ3, . . . ), and j ≥ 1. Then kS(Pj(v), v) =
kS(τj , τ1, τ2, τ3, . . . ) = kS(τ1, τ2, τ3, . . . ) = kS(v). Thus Pj is a rational map
of VS . This implies Pj ◦ φS ∈ FS = F1(h), where the last equality holds by
hypothesis. Thus, there exist fi ∈ F1, 1 ≤ i ≤ N , for some N ∈ N, such
that Pj ◦ φS =

∑N
i=1 fi · hi. This implies Pj(τ) = τj =

∑N
i=1 fi(τ) · hi(τ).

But F1 = Q(j) so fi(τ) ∈ Q(j(τ)). This is true for all j ≥ 1, so that
φS(τ) ∈ kS(j(τ), φS(τ)). This shows K · ks(j(τ), h(τ)) = K · ks(φS(τ)). �

Proof. (Proposition 7.2.) By Proposition 5.1, the Galois action on the
Siegel functions (5.9), (3.20) and (4.8), we find
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rγ

`, `+1
2
−m

=
(

(−1)m−1e

(
−k(m− 1)

2`

) `−1∏
s=0

g(m/`, s/`)

g(1/`, s/`)

)γ

= (−1)m−1e

(
−k(m− 1)

2`

) `−1∏
s=0

g(m/`, s/`)γ

g(1/`, s/`)γ

= (−1)m−1e

(
−k(m− 1)

2`

) `−1∏
s=0

g((am+cs)/`, (bm+ds)/`)

g((a+cs)/`, (b+ds)/`)
.(7.8)

Let us assume γ ∈ Gal(F/F1(r`, `+1
2
−m). We first show that c ≡ 0 mod `. If

we suppose c 6≡ 0 mod `, then both of the sets {am+cs | 0 ≤ s ≤ `−1} and
{a + cs | 0 ≤ s ≤ `− 1} contain a complete set of representatives for Z/`Z.
We choose ts ≡ am+cs mod `, rs ≡ a+cs mod `, where 0 ≤ ts, rs ≤ `−1,
and find by (5.4)

g((am+cs)/`,∗) = κsmg(ts,∗)

g((a+cs)/`,∗) = κs1g(rs,∗)

κsm , κs1 ∈ C. Thus, using (5.8), we find

ord∞rγ

`, `+1
2
−m

=
`

2

`−1∑
s=0

B2(ts)−B2(rs) = 0.

However we have

ord∞r`, `+1
2
−m =

1
2
((m2 − 1)− `(m− 1))

=
1
2
(m− 1)(m− ` + 1) 6= 0

as 1 < m ≤ `−1
2 , and thus c ≡ 0 mod `.

We now argue that a ≡ ±1 mod `. We may write (am+cs)/` = am/`+bs,
(a + cs) = a/` + bs, where bs ∈ Z. Thus,

rγ

`, `+1
2
−m

= (−1)m−1e

(
−k(m− 1)

2`

)
κ

`−1∏
s=0

g(am/`,∗)
g(a/`,∗)

(7.9)

where κ is a constant determined by (5.4) and (5.5). By (7.9), we have

ord∞rγ

`, `+1
2
−m

=
`−1∑
s=0

`

2
(B2(am/`)−B2(a/`)) =

1
2
(a2(m2 − 1)− `a(m− 1)).

Then ord∞r`, `+1
2
−m ≡ ord∞rγ

`, `+1
2
−m

mod ` ⇔ a2(m2 − 1) ≡ (m2 − 1)

mod ` ⇔ a ≡ ±1 mod `, where we use the fact that ` is prime, m 6≡ ±1
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mod `. As γ is identified with −γ under the Galois action, we have a ≡ 1
mod `.

Let

µ′ = ((m + 1)b + (d− 1)(`− 1)/2− (a− 1))/`.

We may assume m is odd, for otherwise, we replace m by ` − m which
is odd, and note that

∏`−1
s=0 g(m/`, s/`) =

∏`−1
s=0 g((`−m)/`, s/`). We point out

that (m2−1)b ≡ 0 mod ` ⇔
(

(d−1)k
` − µ′

)
k(m−1) ∈ Z, as a ≡ 1 mod `.

Next we show that

(r`,k+1−m)γ = e

(
−kb

`
(m2 − 1)

)
r`,k+1−m,(7.10)

where γ =
(

1 b
0 d

)
=
(

1 0
0 d

)(
1 b
0 1

)
∈ Gal (F`/F1) , d 6≡ 0 mod `. By (5.8), one

has

g(a1
`

,1+
a2
` ) = e

(
a1 − `

2`

)
g(a1

`
,
a2
` ) = (−1)a1−1e

(
−ka1

`

)
g(a1

`
,
a2
` ).

Applying this bm times with a1 = m, one has
`−1∏
s=0

g(m/`,(bm+s)/`) = e

(
−kbm2

`

)
`−1∏
s=0

g(m/`,s/`),(7.11)

for m(m− 1) ∈ 2Z. Similarly, one finds
`−1∏
s=0

g(1/`,(b+s)/`) = e

(
−kb

`

) `−1∏
s=0

g(1/`,s/`).(7.12)

Recalling (7.8), (7.10) now follows by taking the quotient of (7.11) and
(7.12). �

Proof. (Theorem 1.4.) To prove Theorem 1.4, for fixed ` ∈ Z+, and any
m ∈ Z+, any bi, ni ∈ Z, we define the product

h(L) =
m∏

i=1

gxi

(
σbi

L

N(σbi
)

)12`ni

(7.13)

where N(σ) = det(σ), σbi
=
(

1 0
0 bi

)
, and where xi ∈ 1

` Z2 \ Z2. We now
show that h(L) is modular with respect to a particular subgroup of Γ =
SL2(Z). Homogeneity and the existence of a q-expansion follow from known
properties of the Klein forms ta (5.2), (5.3), (5.4) and by definition (5.1).
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In what follows, to ease notation we may write
∏m

i=1 =
∏

. If we take

γ =
(

α β
γ δ

)
∈ Γ(`

∏
bi), we have

h(γL) =
∏

gxi

(
σbi

γL

N(σbi
)

)12`ni

= prodgxi

(
γi

σbi
L

N(σbi
)

)12`ni

=
∏

gxiγi

(
σbi

L

N(σbi
)

)12`ni

=
∏

(ε(xi, γi)gxi

(
σbi

L

N(σbi
)

)12`ni

=
∏

εxi(γi)12`ni · h(L),

where γi =
( α βb−1

i
γbi δ

)
∈ Γ(`), and εxi(γi) is a 2`-th root of unity (see

[19], Chapter 2). We find that the product
∏

εxi(γi)12`ni = 1, so that h
is invariant under the action of Γ(`

∏
bi). By examining the q-expansion

of h(L), we verify that the coefficients in fact lie in Q(ζ`), so that h(L) is
modular with respect to Γ(`

∏
bi). We now describe the Galois action on

h(L), and let G = GL2(Z/`
∏

biZ)/±1.

Proposition 7.4. Let σ ∈ G. Then the Galois action of G on h is given by

h(L)σ =
m∏

i=1

gxiγ′iσδ

(
σ′bi

L

N(σ′bi
)

)12`ni

(7.14)

where σ = γσδ, γ =
(

a b
c d

)
∈ SL2(Z/`

∏
i biZ), σδ =

(
1 0
0 δ

)
, δ ∈

(Z/`
∏

i biZ)∗, and γ′i ∈ SL2(Z/`
∏

i biZ), σ′bi
are defined by σ′bi

= γ′−1
i σbi

γ =(
∗ ∗
0 ∗

)
.

Proof. (Proposition 7.4.) As discussed in Section 1.1, GL2(Z/NZ) is gener-

ated by SL2(Z/NZ) and the matrices γd =
(

1 0
0 d

)
, d ∈ (Z/NZ)∗. We now

show that a decomposition

γ′−1
i σbi

γ = σ′bi
=
(
∗ ∗
0 ∗

)
(7.15)

exists. If γ ∈ SL2(Z/`
∏

biZ), then a and c are relatively prime mod `
∏

bi.
We let gi = g.c.d.(a, bi)mod `

∏
bi, and decompose a = aigi, bi = b′igi. Then

there exist Xi and Yi = yis1 such that

Yiai + Xib
′
i ≡ 1 mod `

∏
bi(7.16)

where we use the fact that (bi, `) = 1. If we let Mi = gid − Yibc, and
Ni = −Xib, then the matrix

γ′−1
i =

(
Mi Ni
−cb′i ai

)
∈ SL2(Z/`

∏
biZ)
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gives

σ′bi
=
(

gi Yib
0 b′i

)
.

Proposition 7.4 follows by applying (7.15), the action of G on the Siegel
functions, and noting that N(σbi

) = N(σ′bi
). �

We note that replacing x by x + a for some a ∈ Z2 changes gx by a
root of unity, so that g12`

x+a = g12`
x . Thus, we may choose x = (x1, x2) with

0 ≤ `xi < `. Next, we determine Gal(F/F1(h)).

Proposition 7.5. The Galois group Gal(F/F1(h)) is given by

Gal(F/F1(h)) =

σ =
∏
p

σp =
∏
p

(
ap bp
cp dp

)
∈ G

∣∣∣∣∣∣∣∣∣∣
ap≡1 mod s1,

bp≡0 mod
s1

∏
bi

gcd(ap,bi)

cp≡0 mod s2,

dp≡1 mod s2


.

(7.17)

Assuming Proposition 7.5, we conclude the proof of Theorem 1.4. Let

Sh :=

σ =
∏
p

σp =
∏
p

(
ap bp
cp dp

)
∈ G

∣∣∣∣∣∣∣∣∣∣
ap≡1 mod s1,

bp≡0 mod
s1

∏
bi

gcd(ap,bi)

cp≡0 mod s2,

dp≡1 mod s2


denote the set given in (7.17). Using the notation as in Proposition S, let
S = Sh, and suppose u ∈ W . Then Eτ (u) ∈ Sh implies

Eτ (up)
[

τ
1

]
=
[

apτ+bp
cpτ+dp

]
.

The action given in (7.5) also implies dp = ap − cpT(τ), bp = −cpN(τ),
where N and T denote the norm and trace respectively. Then

up = cp(τ −T(τ)) + ap

= cp(τ + mτ )− cp(T(τ) + mτ ) + ap

Now ap = dp + cpT(τ) implies ap ≡ 1 mod s2, as cp, dp − 1 ≡ 0 mod s2.
Since ap ≡ 1 mod s1, we have ap ≡ 1 mod `. We use this, and also the
fact that s1 | T(τ) + mτ to conclude up ∈ 1 + fOp, hence u ∈ 1 + fOK .

Conversely, let u ∈ 1 + fOK . If u = 1 + s2(τ + mτ )M + `N , then c ≡ 0
mod s2 and d = 1 + s2mτ + `N ≡ 1 mod s2. Since a = cT(τ) + d, we
find a = 1 + s2M(τ + T(τ)) + `N ≡ 1 mod s1 again using the fact that
s1 | T(τ) + mτ . Finally, with hypotheses stated on N(τ) and the fact that
b = −cN(τ), we conclude q(u) ∈ Sh. This shows that W = 1 + fOK .



Class invariants and cyclotomic unit groups from special values of modular units 321

We now determine kS . For any s ∈ S, one finds a determinant of the
form det(s) = 1 + s1M1 + s2M2 + `M3. Since (s1, s2) = 1, this determinant
may be made arbitrary, so that kS = Q. We now apply Proposition 7.3, to
conclude the proof of Theorem 1.4., �

Proof. (Proposition 7.5.) We will establish necessary and sufficient
conditions for the equality of h and hσ by comparing their divisors.
We set xi = (r1s2bi/`, r2s1/`), Txi = xiγ

′
iσδ, where s1s2 = `, r1, r2 ∈ Z,

and first examine

ord∞h− ord∞hσ

≡ 12`2
∏

bi

(∑
ni(B2(xi1)/2bi − g2

i B2(Txi1)/2bi)
)

≡
∑

6ni`
2
∏
j 6=i

bj

(
(1− g2

i )/6 + x2
i1(1− a2)− xi1(1− gia) + xi2gibic

− (xi2bic)2 − 2xi1xi2abic
)

≡
∑

ni

∏
j 6=i

bj

(
6bi(r1s2)2(1− a2)−6(r2s1bic)2−12acb2

i r1r2s1s2

)
where the congruence is taken mod `. If we assume first that s2 6= 1, then
this difference congruent to 0 implies

s2 | 6(r2s1)2
∏

bjc
2
∑

bini

hence s2 | c2. Since ` is square free, we must have s2 | c. We observe similarly
s1 | a2−1. We next compare the first Fourier coefficients in the q-expansions
of h and hσ, denoted by a(h) and a(hσ) respectively. We find

a(h)/a(hσ) =

=
∏

(e(xi2(xi1−1)/2)/e((YibB2(Txi1)/b′i + Txi2(Txi1−1))/2))
12`ni

= e
(
6`
∑(

xi2(xi1 − 1)−YibB2(Txi1)/b′i−Txi2(Txi1−1)
)
ni

)
.

Returning to the definition of xi and Txi, we see that this holds provided

6`
∑

(Yib((a′ixi1)
2 + (b′icxi2)

2 + 1/6)/b′i

+ a′iδbXix
2
i1 + b′icδ(gid− Yibc)x2

i2)ni ∈ Z,

which holds if and only if∑
(Yib

∏
j 6=i

bj(6aa′ib
2
i (r1s2)2 + 6bib

′
ic

2(r2s1)2 + gi`
2)ni

+ 6
∏
j

bj(a′iδbXi(r1s2)2b2
i + b′icδ(gid− Yibc)(r2s1)2)ni ≡ 0 mod `

∏
j

bj .
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This implies
s1 |

∏
j

bjab(r1s2)2
∑

(Yia
′
i + Xib

′
iδ)nibi.

We now suppose s1 - b. Then there is some d1 6= 1, d1 | s1 such that

d1 | δ
∑

nibi

where we return to the relation given in (7.16), and use the fact that s1 | Yi.
Thus, s1 | b. We note also that we must have∏

j

bj |
∑

Yib
∏
j 6=i

bjnigi`
2

a condition that forces
∏

bi | b.
Finally, we determine conditions under which ordah = ordah

σ for all
cusps a of Γ(`

∏
bi). For each cusp a, there exists some

γ̂a =
(

â b̂
ĉ d̂

)
∈ SL2(Z/`

∏
biZ)

such that γ−1
a ∞ = a. We first assume a 6= 0, and as above decompose

â = âiĝi, bi = b̂iĝi, with ĝi = g.c.d.(â, bi). There exists Ŷi, X̂i such that

Ŷiâi + X̂ib̂i ≡ 1 mod `
∏

bi

so that the matrix

γ̂i =
( âi X̂ib̂

ĉb̂i ĝid̂−Ŷib̂ĉ

)
satisfies

γ̂i
−1σbi

γ̂a = σ̂bi
=
(
∗ ∗
0 ∗

)
.

Similarly, we decompose giâ + Yibĉ = Âiĝi
′, ĉbi = Ĉiĝi

′ so that there exists
a matrix

γ̂i
′ =

(
Âi

∗
Ĉi ∗

)
∈ SL2(Z/`

∏
biZ)

satisfying

γ̂i
′−1σb′i

γ̂a = σ̂bi

′ =
(
∗ ∗
0 ∗

)
.

We let

T̂ xi = xiγ̂i = (âixi1 + ĉb̂ixi2 , ∗)

T̂ x′i = Txiγ̂i
′ = (ÂiTxi1 + ĈiTxi2 , ∗)
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so that

hγ̂a =
∏

gT̂ xi
(σ̂bi

(L)/N(σ̂bi
))

(hσ)γ̂a =
∏

gT̂ x′i
(σ̂′bi

(L)/N(σ̂′bi
)).

Thus, we find

ordah− ordah
σ

(7.18)

= ord∞hγa − ord∞hσγa

= 12`2
∏

bi

(∑ ĝ2
i

2bi
B2(T̂ xi1)ni −

ĝi
′2

2bi
B2(T̂ x′i1)ni

)
≡
∑

i

6ni

∏
j 6=i

bj((r1s2biâ)2+(r2s1biĉ)2)− 6ni

∏
j 6=i

bj`
2ĝi

′2B2(ÂTxi1 +ĈTxi1)

≡
∑

i

6ni

∏
j 6=i

bj((r1s2biâ)2 + (r2s1biĉ)2)

− 6ni

∏
j 6=i

bj((Âĝi
′ `Txi1)

2 + (Ĉĝi
′ `Txi2)

2

+ 2ÂĈĝi
′2Txi1Txi2 − ĝi

′2ÂTxi1 − ĝi
′2ĈTxi2) +

∏
j 6=i

bjni`
2ĝi

′2

≡
∑

i

6ni

∏
j 6=i

bj(((r1s2biâ)2+ (r2s1biĉ)2)− ((Âĝi
′ )2((r1s2aibi)2 + (r2s1cb

′
i)

2)

+ (Ĉĝi
′ )2((δXibr1s2bi)2 + (δ(gid− Yibc)r2s1)2))

+ 2ÂĈĝi
′2((r1bis2)2aiXibδ + (r2s1)2b′icδ(gid− Yibc)))

≡
∑

i

6ni

∏
j 6=i

bj((r1s2biâ)2 + (r2s1biĉ)2)− ((giâ + Yibĉ)2(r1s2ab′i)
2

+ (ĉb′i)
2(δr2s1gid)2)

≡
∑

i

6ni

∏
j 6=i

bi((âbir1s2)2 + (ĉbis1r2)2)− ((âbir1s2)2 + (ĉbis1r2dδ)2)

≡
∑

i

6ni

∏
j 6=i

bi((âbir1s2)2(1− (dδ)2))

≡ 6
∏
j

bj(r2s1ĉ)2(1− (dδ)2)
∑

i

nibi
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where the congruence is taken mod `. Now for a = 0, we let

γ0 =
(

0 1
−1 0

)
γ̂i =

(
0 1
−1 0

)
σ̂bi

=
(

bi 0
0 1

)
σ̂bi

′ =
(
−b′i 0
0 −gi

)
.

Following the above argument in this case with ĝi = 1, Ĉi = 1, b̂i = bi, âi
′ =

0, and ĉ = −1, we find

ord0h− ord0h
σ ≡ 6

∏
j

bj(r2s1)2(1− (dδ)2)
∑

i

nibi.(7.19)

Assuming this sum is congruent to 0 mod `, with hypotheses as stated on
`, bi and ni, we must have s2 | (dδ)2 − 1. Thus we may conclude that
Gal(F/F1(h)) ⊆ Sh. By (7.18), we find Sh ⊆ Gal(F/F1(h)), which proves
Proposition 7.5. �
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